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Abstract

We compare two different approaches to assess country default risk by evaluating their forecast accuracy. In particular we analyze whether market based or rating based risk assessment is superior. To evaluate the forecast accuracy we analyze the differences between several default risk measures and realizations of defaults/non defaults in the forecast period. The considered risk measures are, on the one hand, default probabilities and binary crisis forecasts (default/non default), on the other. Within a sample of 19 emerging market countries in 1998 to 2007 we find that risk measures derived by reduced form credit risk models from market data outperform ratings of S&P.
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I - Introduction

International lending to developing countries is influenced by the risk that these countries are not able or willing to repay their debt. Hence, country default or sovereign risk is an important determinant of international capital flows and the availability of capital for emerging markets. For the borrowers as well as the lenders it may be favourable to have proper tools for risk assessment on hand. In the present paper, we compare different approaches to assess country default risk. We especially evaluate the forecast accuracy, i.e. we contrast forecasts of defaults and default probabilities with realizations of defaults/non defaults in the forecast period. A sample of 19 emerging market countries between 1998 and 2007 is considered. This sample comprises all countries the required input data is available for. We consider default probabilities derived from market data, given by the Emerging Market Bond Index+ (EMBI+) by JP Morgan, and compare the results with those of risk measures based on ratings of S&P to analyze whether rating or market based risk assessment is superior.

The assessment of country risk is a complex task. In some sense it is even more difficult than the assessment of corporate default risk. This is because besides economic issues also political issues may influence default risk. The special importance of political issues is pointed out within theoretical contributions telling us that a country’s willingness to pay plays an important role, whereas a country’s ability to pay also may depend on political issues.\(^1\) Both the ability to pay and – even more – the willingness to pay of a country are difficult to quantify. A multitude of factors exists which can influence the default risk. Many of them are not easy to quantify or even unobservable.

The most popular measures of country default risk are sovereign or country ratings. Country ratings are published by several business magazines, as Euromoney and Institutional Investor. The former produces ratings by using a scoring model, whereas the ratings of the latter results from surveys, with representatives of 100 leading international banks are asked for their opinion. Multinational operating banks themselves use internal rating systems to assess the credit risk of countries. The most prominent ratings, however, are those assigned by the leading rating agencies, as S&P’s, Moody’s and

Fitch. These rating agencies deal with the problems mentioned above by building up their ratings on qualitative and subjective assessments done by experts of the agencies. These assessments are based on scoring models and country reports, whereby also a multitude of observable quantitative economic numbers is considered.²

Another medium processing information on country default risk is the market for countries’ government bonds. The bond prices are supposed to reflect an assessment of the default risk (made by the market participants), since the value of bonds depends on the default risk. To derive the default probability from observed market prices, so-called pricing models can be used. These models link the prices of defaultable claims to the default probability. When it comes to pricing models, one has to distinguish two subclasses: structural models and reduced form models.

In reduced form models, the present value of a security affected by default risk is the discounted value of expected future payment. The expected payment is the sum of the contractual promised payment times the probability of survival and the expected payment in the case of default (recovery rate) times the probability of default. Thereby these models assume that an exogenously specified stochastic process describes the default probability. They do not rely on an economic model which generates the default probabilities. The main difficulty in the applications is to estimate parameters for both the recovery rate and the default probability. This issue is discussed in more detail in the next section.

In structural models (see Uhrig-Homburg (2002) for an overview), by contrast, the default probability is generated by an underlying economic mechanism. Thereby it is assumed that a stochastic state variable determines whether a default occurs. This happens when the value of the state variable falls below a certain threshold value. The threshold value can be the debt value, whereas the stochastic state variable is the amount of funds the government is able or willing to pay. In comparison to reduced form models one advantage of structural models is that the estimation of these parameters yields an assessment of the economic situation of the country, giving more information than the default probability. On the other hand, the economic model of default adds more complexity and makes it more difficult to apply structural models. Since our paper focuses on default risk rather than on economic situation we choose a reduced form approach to derive default probabilities from market data.

² A more detailed description of the rating process can be found in Bhatia (2002) for S&P’s and in Hilderman (1999) for Moody’s.
Whereas ample literature exists on the issue of estimating country default risk, only a few papers focus on evaluating the derived risk estimates and comparing different approaches to risk measurement. With respect to ratings, Reinhart (2002) conducts a study for a broad data sample, considering 59 countries in the years 1970 to 1999 for which 113 debt crises and 151 currency crisis are to observe. Thereby, she regresses crisis dummies on lagged rating changes (for lags of 6, 12, 18 and 24 month). The ratings of Moody’s, S&P’s and “Institutional Investor” are considered. The results are mixed. No significant dependency between currency crisis indicators and rating changes can be found, which means that ratings fail to predict currency crisis. This may not be seen as a problem since ratings aim to predict debt crises rather then currency crises. However, even for debt crisis indicators the results are mixed. Depending on the debt crisis indicators used, no or only a weak influence (at the 5% level in the best case) of rating changes is to observe. Sy (2004) conducts a similar study focusing, however, on a more recent data sample which contains data form 1994 to 2002 for 13 countries. He considers ratings of Moody’s and S&P. The results partly confirm those obtained by Reinhart (2002), but he also obtains different results. With respect to currency crises he finds that there exists no significant dependency to ratings. On the other hand, Sy finds a significant dependency between ratings and debt crisis indicators. This may be due to the fact that he uses a shorter time lag (three months) between rating changes and debt crisis indicators.

In the evaluation of pricing models sometimes the errors in pricing of securities (i.e. differences between observed prices and prices calculated using the model) rather than the default probabilities are considered. An example is Andritzky (2004), who applies a reduced form model with time dependent hazard rate and a simple model with constant hazard rate. Applying the models to Argentina and Russia he finds that the more complex model does not outperform the simple model. Keswani (2000) compares the reduced form model of Duffee (1999) with the structural model of Longstaff and Schwartz (1995). For in-sample application he finds smaller pricing errors for the reduced form model, whereas for out-of-sample estimations the results are quite similar. In contrast to Andritzky and Keswani, Huschens et al. (2007) consider default probabilities instead of pricing errors. In their paper several likelihood ratio tests are developed for the case where few and heterogeneous probabilities are to be tested, which is typically the case in assessing country default probabilities. These tests are applied on one-year default probabilities estimated by using a structural model of the Merton type for a sample of 19 countries in the years 1998 to 2005. Statistical significance is found for the hypothesis that the calculated probabilities are good estimates for default risk.
Also Maltritz (2006) compares different approaches to country risk assessment. Instead of statistical tests he focuses on the quadratic probability score, which aggregates the differences between default probabilities and crisis dummies. Additionally to default probabilities, he considers results of binary default forecasts (default/non default). He applies a structural credit model of the Geske (1977) type, which is estimated by using market data of government bonds, and compares it with rating based risk assessments. He finds that market based risk estimates derived using the Geske model are noticeably better in predicting observed defaults than ratings. The use of more complex models may improve the risk estimations, but it has the drawback that the required data are only available for a small country sample. So, the sample is restricted to 13 countries since the approach used in Maltritz (2006) requires market data given only for these countries. He considers annual data of the years 1998 to 2004.

Our paper contributes to the literature by evaluating and comparing country risk assessments given by ratings (of S&P) with risk assessments derived from market data using a simple reduced form model. In doing so, we focus on the forecast accuracy: we contrast (annual) forecasts of defaults and default probabilities with realizations of defaults/non defaults in the forecast period. We use a simple reduced form model in deriving market based risk assessments to avoid restrictive data requirements. This enables us to use a large data sample, which comprises data from 1998 to 2007 for 19 countries.

In section 2, we explain and apply the reduced form model and describe the ratings used in the evaluation. Section 3 deals with the evaluation of the risk measures. Section 4 concludes.

2 - Risk measures

2.1 Probabilities derived from bond market data by using a reduced form approach

Data from government bond markets can be used to gather information about country default risk, since the risk influences the prices of these bonds. We derive default probabilities – as measures of country risk – by using a simple reduced form approach. Reduced form models typically assume that market participants are risk neutral, or, at least, that default risk is diversifiable, which is a weaker assumption. The latter at least is not too unrealistic, since in recent years markets for credit default swaps and other derivative securities have developed and, hence, it is possible to diversify country default risk by combining default-able bonds with such derivatives.
To explain the basic idea of reduced form models, we consider a simple zero bond. Under risk neutrality the current value, \( F_t \), of a security is the expected repayment, \( F_T \), at time \( T = t + \tau \), discounted to the present day using the risk-less interest rate, \( r_s \):

\[
F_t = E_t[F_T] \cdot \exp(-r_s \tau) \quad (1)
\]

The value of a default risky claim can also be calculated by discounting the promised or contractual payment, \( B_T \), with the risk-adjusted interest rate, \( r_r \), which is the sum of the risk-less interest rate and the yield spread, \( s \):

\[
F_t = B_T \cdot \exp\left(-\left(r_s + s\right)\tau\right) \quad (2)
\]

The expectation value on the right hand side of equation (1) can be rewritten as the sum of the payments in the two possible states; default or non default; weighted by their respective probabilities. This means we consider the contractual non-default payment \( B_T \) and multiply it with the probability of survival, \( \text{PoS}_{t,T} \), as well as the payment in default, as given by the expected recovery rate, \( \varphi \), times the contractual payment, multiplied with the probability of default, \( \text{PoD}_{t,T} \):

\[
F_t = \left[\frac{\text{PoS}_{t,T}}{(1-\text{PoD}_{t,T})} \cdot B_T + \text{PoD}_{t,T} \cdot E_i[\varphi] \cdot B_T\right] \cdot \exp(-r_s \tau). \quad (3)
\]

By inserting equation (2) into (3) we can derive an expression for the probability of default that depends solely on the spread and the expected recovery rate when setting \( B_T \) equal to one:\(^3\)

\[
\text{PoD}_{t,T} = \frac{\exp(-s\tau)-1}{E_i[\varphi]-1}. \quad (4)
\]

---

\(^3\) For a zero recovery rate we obtain the most simple reduced form or spread model.
Based on our simple model, we discuss important extensions made in the literature and their applicability for country risk assessment. Especially, we discuss alternatives to the following three basic assumptions implicitly made in the explanation above:

- time independency of the hazard rate \( \lambda \), i.e. the default risk per (infinitesimal small) unit of time \( (\lambda = \lim_{\tau \to 0} \text{PoD}_{t,\tau}) \),
- time independent recovery rates \( \varphi \) and
- constant risk-less interest rates, \( r_s \). \(^4\)

In the first half of the nineties models including stochastic interest rates were developed (see, e.g., Jarrow and Turnbull, 1995). Later on also the hazard rate and the recovery rate had been modeled as stochastic variables (see Jarrow, Lando und Turnbull, 1997, or Madan und Unal, 1998). Some papers, thereby, consider stochastic dependencies between stochastic hazard rates, recovery rates and interest rates (see Lando, 1998, Duffee, 1999, and Duffie and Singleton, 1999).

For the resulting – more complex – models the simultaneous estimation of the unknown parameters describing the time dependency of hazard rate, recovery rate and interest rates as well as their stochastic dependencies is a major problem. Thus, we stick to the simple model outlined above, and ask whether market data can produce better results than rating agencies, even if a simple model is used to calculate default probabilities.

However, even in the simple case considered here the application causes some problems. As the expected recovery rate is not known we have to estimate two unknown parameters in the presence of just one equation given. Different approaches exist in the literature to solve this problem. For example, Duffie et al (2003) refrain from the separate estimation of recovery rate and hazard rate by using the so called mean loss rate instead, which is the product of these single variables. Typically in reduced form models only situations are considered where the borrower is not already in default in the time where the default probability is estimated. The estimation of switching from the default to the non default state has not been considered so far. \(^5\) Duffie et al. (2003),

---

\(^4\) Models relying on these restrictive assumptions, which are sometimes called spread models, were already published in the seventies (see, e.g. Biermann and Hass, 1975, and Yawitz, 1977).

\(^5\) The forecast of switching from a crisis state to a non crisis state may be rather different from estimating the probability of default, i.e. switching from a non crisis to a crisis state. In our paper we focus on the latter. Thus, in our empirical application we only include periods in which the considered country was not already in a crisis state.
however, consider the influence of former default events on the current default probability.

In other papers, the recovery rate is exogenously given (see, e.g., Keswani (2000), Wade (2003) or Andritzky (2004)). Some even set it equal to zero (see Poignant-Eng (1992)). This results in the simplest possible model where the hazard rate equals the spread, $s$, at the cost that this assumption is not really realistic, since typically the recovery rates are far above zero, as the examples in table 1 show.

**Table 1: Recovery ratios for several sovereign defaults**

<table>
<thead>
<tr>
<th>Country</th>
<th>Year of default</th>
<th>Recovery rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>2001</td>
<td>30</td>
</tr>
<tr>
<td>Dominican Republic</td>
<td>2005</td>
<td>95</td>
</tr>
<tr>
<td>Ecuador</td>
<td>1999</td>
<td>60</td>
</tr>
<tr>
<td>Moldova</td>
<td>2002</td>
<td>95</td>
</tr>
<tr>
<td>Pakistan</td>
<td>1999</td>
<td>65</td>
</tr>
<tr>
<td>Russia</td>
<td>1998</td>
<td>50</td>
</tr>
<tr>
<td>Ukraine</td>
<td>2000</td>
<td>60</td>
</tr>
<tr>
<td>Uruguay</td>
<td>2003</td>
<td>85</td>
</tr>
<tr>
<td>Weighted Average</td>
<td></td>
<td>64</td>
</tr>
</tbody>
</table>

Source: Cantor et al. 2007

Using exogenous recovery rates raises the problem of a proper estimation. Keswani (2000), who considers prices of Brady bonds in estimating the model, uses the collateral of these bonds as recovery rate. However, since there is a positive probability that bond holders get a higher payment in case of default, the expected recovery rate should be higher than collaterals indicate. Others make ad hoc assumptions on the recovery rate (see Wade (2003)) or use average recovery rates observed in past defaults. For example, Lehrbass (2000) uses a recovery ratio of 40%, which is – according to Moody’s (see, Keenan et al. (1998)) – the average rate in corporate defaults. However, the case of sovereigns differs from that of corporates (as the comparison with table 1 shows). Also, the use of average ratios for past sovereign defaults may be problematic. The most striking feature is that the rates vary considerably between the observed events. Hence, there is high uncertainty about the expectation value, which makes estimation by historical values not even reliable. In papers where the recovery rate and the hazard rate are simultaneously estimated from market data (see for example Merrick (2001)), a large number of bonds is required for estimation. Such data are, however,
available only for a small number of countries. In the present paper, we take another approach. To provide more comprehensive information about possible default probabilities and their relation to possible hazard rates, we estimate default probabilities for a variety of given recovery rates instead of considering just one possible value for the recovery rate.

To calculate the default probabilities we insert data on sovereign yield spreads, $s$, into formula (4). Here, we use data of the Emerging Market Bond Index Plus (EMBI+) provided by JP Morgan (see JP Morgan, 1995, for a description). The EMBI spreads are calculated by averaging observations for several bonds issued by the considered country. Thus, distortions resulting from singular events concerning a single bond issue will have rather small influence on the results. To be included in the index, the bonds have to fulfill several liquidity criteria, which minimizes the influence of liquidity problems.

2.2 Ratings

The risk assessments by default probabilities derived from EMBI+ are contrasted with ratings to compare the forecast ability of markets and rating agencies. We choose ratings of S&P for several reasons. First, S&P is one of the leading rating agencies. Only Moody’s is able to keep up with S&P with respect to reputation for the assessment of default risks for corporates and countries. Whereas Moody’s ratings are designed to capture the expected loss, i.e. the default probability times the loss given default, S&P focuses on the default probability (see Bhatia, 2002). Thus, the risk assessment reflected by S&P ratings is better comparable to the default probabilities derived from market data.

However, contrary to default probabilities where risk is measured on a cardinal scale, the ratings provide ordinal measurement only. For the evaluation with binary forecasts we consider the rating scheme as precise as possible: In addition to the ratings as displayed in table 2 we also consider the outlook, additionally assigned as “negative”, “stable” or “positive. We account also for watch-listings of a country, meaning that the rating agency at some date has announced that the country is under consideration for potential upgrade or downgrade.
### Table 2: S&P ratings overview

<table>
<thead>
<tr>
<th>S&amp;P</th>
<th>Annual default frequency for countries&lt;sup&gt;1)&lt;/sup&gt; (1975-2006) in %</th>
<th>Annual default frequency for corporates&lt;sup&gt;2)&lt;/sup&gt; (1981-2005) in %</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AA+</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>AA</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>AA-</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>A+</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>A</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>A-</td>
<td>0</td>
<td>0.04</td>
</tr>
<tr>
<td>BBB+</td>
<td>0</td>
<td>0.027</td>
</tr>
<tr>
<td>BBB</td>
<td>0</td>
<td>0.027</td>
</tr>
<tr>
<td>BBB-</td>
<td>0</td>
<td>0.027</td>
</tr>
<tr>
<td>BB+</td>
<td>1.0</td>
<td>1.12</td>
</tr>
<tr>
<td>BB</td>
<td>1.0</td>
<td>1.12</td>
</tr>
<tr>
<td>BB-</td>
<td>1.9</td>
<td>5.38</td>
</tr>
<tr>
<td>B+</td>
<td>1.9</td>
<td>5.38</td>
</tr>
<tr>
<td>B</td>
<td>1.9</td>
<td>5.38</td>
</tr>
<tr>
<td>B-</td>
<td>1.9</td>
<td>5.38</td>
</tr>
<tr>
<td>CCC+</td>
<td>41.2</td>
<td>27.02</td>
</tr>
<tr>
<td>CCC</td>
<td>41.2</td>
<td>27.02</td>
</tr>
<tr>
<td>CCC-</td>
<td>41.2</td>
<td>27.02</td>
</tr>
<tr>
<td>CC</td>
<td>41.2</td>
<td>27.02</td>
</tr>
<tr>
<td>C</td>
<td>41.2</td>
<td>27.02</td>
</tr>
<tr>
<td>SD/D</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sources: 1) Chambers et al 2007. 2) Aurora et al. 2006</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A transformation of ratings into default probabilities at a similar level of precision is not possible. This transformation can be done by approximating default probabilities of certain rating classes by the frequency of observed defaults in the past, i.e. observed defaults divided by the number of observations and years. Since defaults of sovereign borrowers are rare events – especially those of rated borrowers – these frequencies are based only on a small number of observations.<sup>6,7</sup> Thus, it is not possible to calculate the default fre-

---

<sup>6</sup> The default frequencies are based on 202, 154 and 17 observations in total for the rating categories BB, B and CCC-C, respectively, which implies 2, 3 and 7 observed defaults.
quencies for each rating notch simply because of lack of sufficient observations. Nevertheless, we use these rating based default probabilities as being calculated by transforming ratings with observed default frequencies, because this provides information additional to the evaluation approach based on binary forecasts. The information should be handled with care, because of the problems mentioned above. However, providing the information seems to be better than abstain from using it.

7 Alternatively one could use default frequencies for corporates, where much more observations are available. However, this also is a raw measure since default frequencies for corporates may differ from that of sovereigns, as can be seen from table 2.
3 - Evaluation and comparison of default risk measures

3.1 The sample

To evaluate and compare different risk measures, we consider those countries for which the EMBI+ is available since 1998. In some cases, the availability of rating data also limits the data sample. Finally, data for the 19 countries figured out in table 3 are available for the period from 1998 to 2007. This leaves us with 133, respectively 176, observations. It is important to note that we exclude post-default crisis periods, i.e. periods where a country is in a debt crisis which, however, occurred already in previous years. This is because we consider default probabilities rather than the probability of staying in a crisis state.

Thus, we require a proper definition of default and a clear identification of the crisis length. To identify defaults we consider situations where a country is de jure in default. Here, as indicator we use the default rating assigned by S&P. Moreover, we follow suggestions from the literature (see, for example, Saini and Bates, 1978 or Reinhart, 2002, Manasse, 2003) and consider in addition de-facto defaults, i.e. situations where a country was in payment problems, which were solved – and a default was avoided – by international help. The specific criterion we use is suggested by Manasse et al. (2003). Manasse et al. consider large emergency credits, approved by the IMF, as indication for default. The threshold for this default indication is that the credit is above 100% of the IMF quota of the country considered. This threshold seems to be a natural candidate to distinguish between normal help and extraordinary situations.

Thus, we come up with six defaults in the observation period. Three of them are defined according to S&P. These are the defaults in Russia (1998), Ecuador (1999) and Argentina (2001). Three further defaults are identified according to the second criterion. These are Brazil (1998), Colombia (1999) and Turkey (2000). As a robustness check, we contrast our results with those obtained when the default definition is based only on de-jure defaults, as given by S&P, thereby enlarging the sample size to 176 countries.

---

8 Thus, the number depends on the definition of default and crisis length, as explained below.
Table 3: Country sample and debt crisis

<table>
<thead>
<tr>
<th>Country</th>
<th>In default during the observation period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>2001-2006 (according to S&amp;P)</td>
</tr>
<tr>
<td>Brazil</td>
<td>1998-2005 (according to IMF criterion)</td>
</tr>
<tr>
<td>Bulgaria</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td></td>
</tr>
<tr>
<td>Ecuador</td>
<td>1999-2001 (according to S&amp;P)</td>
</tr>
<tr>
<td>Colombia</td>
<td>1999-2006 (according to IMF criterion)</td>
</tr>
<tr>
<td>Korea</td>
<td></td>
</tr>
<tr>
<td>Malaysia</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td></td>
</tr>
<tr>
<td>Morocco</td>
<td></td>
</tr>
<tr>
<td>Panama</td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td></td>
</tr>
<tr>
<td>Poland,</td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>1998-2000 (according to S&amp;P)</td>
</tr>
<tr>
<td>South Africa</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>2000 - (according to IMF criterion)</td>
</tr>
<tr>
<td>Venezuela</td>
<td></td>
</tr>
</tbody>
</table>

With respect to the duration of a crisis we assume a de-jure defaulting country to be in a crisis state as long as the default rating of S&P is still valid. If the default is identified by the second criterion, a country is assumed to pass from crisis state to non crisis state when the assigned help program ends and no new program is assigned.

We evaluate and compare the different risk measures by analyzing the accuracy of default forecasts in annual frequency with non-overlapping forecast periods. More exactly, for each year in the sample period and each country we consider the respective default risk assessment, valid at the beginning of the year and compare it with the realization of default or non default during the respective year. For the estimation of default probabilities with equation (4) we set the time to maturity, τ, equal to one. A short overview about the resulting default probabilities and the ratings for our data sample is given in the next subsection.
3.2 Overview on the default risk measures

For the sample described in the last subsection we derive annual default probabilities by using formula (4). As explained in subsection 2.1 it is difficult to derive the recovery rate in a proper way. Hence, we consider widely differing values for the recovery rate, RR, and the resulting default probabilities. Descriptive statistics are displayed in table 4. For each recovery rate the mean values are calculated over all 133 default probabilities forecasted. We also report the minimum and maximum value observed in the sample.

For a given spread, the default probability is higher when a higher recovery rate is assumed, as can be seen by mean values as well as by maxima and minima. The results demonstrate how sensitively the estimated default probabilities depend on the recovery rates. For the unrealistic case of a zero recovery rate, the average default probability is about 3.5%, whereas for a recovery rate of 67% we obtain an average default probability of about 10%. For the zero recovery rate, the highest value is 16.49% and the lowest is 0.47%. For a recovery rate of 67% the respective values are 49.6% and 1.41%. The maximum value results for Ecuador at the beginning of 2003 and the minimum value for Poland at the beginning of 2007. It should be mentioned that the estimated default probabilities typically rise considerably shortly before the default occurs (see Karmann and Maltritz, 2004), whereas here we consider the values estimated at the beginning of the year in which the default occurs. The observed defaults, however, typically occurred later in the year or even close to the end of the year.

Table 4: Descriptive statistics of risk measures

<table>
<thead>
<tr>
<th>Model and Recovery Rate</th>
<th>Maximum</th>
<th>Minimum</th>
<th>Mean/Median*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced Form Model (RR=0)</td>
<td>16.49%</td>
<td>0.47%</td>
<td>3.46%</td>
</tr>
<tr>
<td>Reduced Form Model (RR=33%)</td>
<td>24.73%</td>
<td>0.71%</td>
<td>5.19%</td>
</tr>
<tr>
<td>Reduced Form Model (RR=50%)</td>
<td>32.97%</td>
<td>0.94%</td>
<td>6.92%</td>
</tr>
<tr>
<td>Reduced Form Model (RR=67%)</td>
<td>49.46%</td>
<td>1.41%</td>
<td>10.38%</td>
</tr>
</tbody>
</table>

* For the reduced form models we report the mean, whereas for the ratings we report the median, because of the ordinal scaling of ratings.

Table 4 also presents an overview of the S&P ratings in the sample. As for the default probabilities we consider the ratings assigned at the beginning of each year. Although ratings are ordinal values we can calculate the
averages by considering the numerical values resulting from the transformation displayed in columns 2 of table 2. The median of all ratings in the sample assigned at the beginning of an observation period was BB+ with a stable outlook. The best one was A (stable), which was observed for China at the beginning of 2007. The worst rating was CCC+ with a negative outlook, which was observed for Venezuela at the beginning of 2003.

### 3.3 Evaluation results I: Default probabilities and the QPS

In this paper we evaluate the risk measures by considering the forecast accuracy. We compare the risk estimations produced for each sample period (at the beginning of this period) with the realization of default and non-default in this period in the respective country. In our first evaluation approach we consider the derived default probabilities.

We analyze the results for different periods and countries using the quadratic probability score, as given by formula (5):

$$\text{QPS} = \frac{1}{N} \sum_{n=1}^{N} 2(\text{PoD}_n - \text{CD}_n)^2 \in [0,2].$$  \hspace{1cm} (5)

The QPS is something similar to the mean squared error, where forecasted and realized values of a quantity are considered. Since the default probability is even ex-post unobservable, instead of the default probability a dummy variable, $\text{CD}_n$, is included in the QPS. This dummy takes the value one if default has occurred in the forecast period and zero otherwise. The difference between this dummy and the estimated default probabilities, $\text{PoD}_n$, is calculated for all $N = 133$ observed pairs of default probabilities and dummies in the sample. We obtain the QPS by averaging these differences and multiplying them by two. Possible values for the QPS are in the interval between zero and two, whereby smaller values indicate better results than higher ones.

The results are shown in table 5. Whereas we obtain quite similar QPS values for the market based models, the lowest QPS results for the reduced form model with a recovery rate of zero. Since a recovery rate of zero leads to the lowest default probabilities, this result may be driven by the features of the considered data set, with just six default events out of 133 observations. Hence, one may ask whether a naive optimistic forecast, saying default probability of zero in any case, may work out better than the more complex risk models. This is, however, not the case for the market based default probabilities. The ratings, however, do worse than the naïve forecast.
Overall the QPS values are quite low, compared to results of preview studies. Berg and Pattillo (1999), for example, obtain QPS values between 0.226 and 0.267 using probit models and the signal approach respectively in an in-sample estimation. For out-of-sample estimations their results are even worse. However, although such a comparison with other studies is interesting, it should be handled with care, since different samples, forecast intervals and even types of crises are considered. Berg and Pattillo focus on currency crises. If we assume that the differences in the results are not only due to differences in the sample and forecast intervals, they could be interpreted in two ways. On the one hand, it could mean that the risk measures developed for debt crisis are superior to currency crisis models, or, on the other, that debt crises are easier to foresee.

The QPS value for ratings is slightly worse than the results for market data based risk assessment with our simple reduced form model(s). This may be interpreted as evidence that market based risk assessment is superior. One may argue, however, that rating agencies consider outright defaults only, wherefore the inclusion of quasi defaults indicated by IMF help distorts the results. To check the robustness of our results, we also evaluate the risk measures by considering only the three de-jure defaults indicated by Standard and Poors. Since the observations in default periods and post-default periods for the other three countries are considered as non default periods, the number of observations increases to 176. The third column in table 5 reports the QPS values. The QPS values decrease for all risk measures, whereby the reduced form models except for this with a recover rate of 67% do better then ratings. Even if only 3 (de-jure) defaults are considered the naïve forecast is outperformed by the reduced form model with a recovery rate of zero.

As explained in section 2.2, the results for ratings have to be handled with care because of the described problems when transforming ratings into default probabilities according to observed default frequencies. Since these
frequencies are a rather raw measure based on a small number of observations the results may be questioned to be non-robust. Especially in the light of the results in the literature discussed above the differences between market based and rating based risk assessment are comparatively small. In the next section we provide further evidence for both approaches.

3.4 Evaluation results II: Binary default forecasts

In this section we consider binary crisis forecasts – i.e. predicting default or non-default for the upcoming year - to evaluate forecast accuracy. In order to transform default probabilities or ratings into binary forecasts one has to chose a threshold level, where default is indicated if the probability is higher or the rating is worse, and otherwise not.

Table 6 categorizes the possible outcomes. We can correctly anticipate default or non-default periods or we can make two types of error, a type-I error, which means “missing to predict an occurring default”, and type-II error, which means a “false alarm”.

<table>
<thead>
<tr>
<th>Table 6: Possible outcomes of binary default forecasts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Signal</strong></td>
</tr>
<tr>
<td>Case A: Default correctly anticipated</td>
</tr>
<tr>
<td>Case C: Type-I error: Default not anticipated</td>
</tr>
</tbody>
</table>

The proper choice of the threshold is a major issue in deriving binary forecasts out of default probabilities. For low thresholds we obtain less type-I errors and many false alarms, whereas for high thresholds the number of false alarms is small and more type-I errors occur. In practical applications, the choice of the threshold will depend on the objective function of the decision maker to reflect the specific impact of both types of errors. In our sample, however, just 6 crises are to observe. This provides the opportunity to consider all type-I errors and the corresponding number of type-II errors, which gives us a more comprehensive view than considering the results for just one threshold.
We proceed as follows: In the first step we chose that threshold that yields zero type-I errors and minimizes the number of false alarms. This threshold is determined by the lowest default probability, respectively the best rating, for the six crisis periods. In our data set the lowest default probability in a default period was estimated for Turkey (8.4% for a recovery rate of 50%) at the beginning of 2000. The best rating assigned at the beginning of one of the six crisis periods was BBB- stable assigned to Colombia at the beginning of 1999. The first column in figure 1 shows the respective amount of false alarms. For zero type-I errors we obtain 35 false alarms by default forecasts derived from the default probabilities estimated with reduced form models and 80 false alarms derived by forecasts based on ratings.

When we increase the threshold a bit more we obtain one type-I error, i.e. more errors in total. If we increase the threshold value further, the false alarms and, hence, the total number of errors declines. The number of type-I

---

9 The results with respect to numbers of observed false alarms in relation to type-I errors discussed here are equal for the different recovery rates. This is because the default probability for a given spread is a monotonic function of the recovery rate. A higher recovery rate increases the estimated default probabilities for the observed spreads, and, thus, the threshold that yields a certain number of type-I errors. Because of the monotonic relationship the number of type-II errors corresponding to a number of type-I errors is the same.
errors, however, remains unchanged as long as we chose a threshold below the second lowest default probability observed in one of the six crisis periods (which was 10.1% observed in Brazil at the beginning of 1998) or the second best rating in a crisis period (which was BB- negative assigned to Russia at the beginning of 1998). For these values we stick with one type-I error and obtain the minimum amount of false alarms given that there is no more than one type-I error. These are 25 errors for both default probabilities and ratings.

In this way we proceed to derive the minimum number of false alarms corresponding to every possible number of type-I errors. The results in figure 1 show that, of course, the number of false alarms is decreasing with more type-I errors. Except for the second lowest threshold, which yields one type-I error, ratings perform worse than market based risk assessment based on reduced form models. Contrary to the QPS values we observe considerable differences in the error numbers of binary forecasts. This indicates that (binary) default forecasts derived from default probabilities do better in predicting defaults then default forecasts based on ratings.

Since the literature (see, e.g., Kaminsky et al, 1997) often discusses the noise to signal ratio (NtSR) instead of the error numbers, we also report the results with respect to this ratio.
The NtSR is calculated by:

\[ \text{NtSR} = \frac{B}{A} \frac{B+D}{A+C} \]. \hspace{1cm} (6)

It relates two single ratios. The first is the number of false alarms to possible false alarms, which means periods without crisis, \(B/(B+D)\). The second is the number of type-I errors to possible type-I errors, which means default periods, i.e. \(A/(A+C)\). The NtSR is a condensed measure that assesses the forecast accuracy by comparing the relative number of false alarms to the relative number of type-I errors, i.e. the missing of a crisis that actually happened. Both types of errors are related to the number of periods where it was possible to make the corresponding error, i.e. the number of non default and default periods, respectively. Also the NtSR depends on the threshold chosen since the number of errors of the respective type depends on the value of the threshold. Whereas in practical applications the threshold should depend on the objective function, in the scientific literature that threshold is chosen that minimizes the NtSR (see, e.g., Kaminsky et.al.). Often only the results for this single threshold are reported. In the present paper, we provide additional information by reporting the noise to signal ratio for alternative thresholds. The
numbers for alternative threshold values are shown in figure 2. In comparing the risk measures, we obtain a similar ranking of different approaches to risk assessment to those obtained by looking on the error numbers.

**Figure 2: Noise to signal ratios for different thresholds (for 6 de-facto defaults)**

As for the default probabilities, we also check for the binary forecasts the robustness of our results for the modified sample, where only the three defaults indicated by S&P are considered and the respective observations for the other three countries are understood as non default periods. As can be seen in figure 3, the market based risk measures derived with reduced form models again do better than ratings. The differences in the type-II error numbers are even higher.
Figure 3: Type-II error numbers for different thresholds (for 3 de-jure defaults)

Figure 4: Noise to signal ratios for different thresholds (for 3 de-jure defaults)
4 – Conclusion

During the last decades a broad strand of literature developed on the issue of assessing country default risk. Thereby different approaches are applied, which rely either on observable determinants of default risk, mainly economic or socio-political variables, or on observable effects, as prices of default risky securities. However, only a few papers exist, which focus on evaluating and comparing different risk assessments. Our paper contributes by evaluating and comparing country risk assessments that are based on two different approaches using the same data sample. We compare ratings with default probabilities derived from market data using reduced form credit risk models. Ratings result from qualitative and subjective judgments of agencies about potential causes of defaults. The data underlying the market approach, by contrast, are observable market reactions on defaults risk. We compare these different approaches by considering the forecast accuracy.

The ratings used in our analysis are provided by Standard and Poor’s – one of the world leading rating agencies. As market based risk assessment we use default probabilities derived from market data of government bonds. The input data are sovereign yield spreads provided by JP Morgan in its Emerging Market Bond Index+. To derive default probabilities from observed spreads we use a simple reduced form model. We avoid the problem of estimating the recovery rate by considering the results for a variety of possible values.

Whereas in the early nineties traded bonds existed only for a couple of emerging market countries, data on bonds for a broader sample of developing countries became available during the last decade. Similarly also the number of countries rated by Standard and Poor’s has increased. This enables us to analyze data of 19 countries for which the EMBI+ spreads exist from 1998 onward.

To evaluate the different risk measures we focus on forecast accuracy. This means we compare risk measures valid for a certain forecast period with the realization of default and non-default in this period. We consider forecasts for one year and annual default probabilities, given at the beginning of the respective year. We exclude observations for which the considered country was already in default at the beginning of the year, since we aim to forecast the occurrence of defaults and not the probability of remaining in a crisis state. Thus, the evaluation is based on 133 annual observations of the different risk measures and the corresponding default/non-default observations.

We use two different methods to evaluate the forecast accuracy of the two risk measures. The first is based on directly considering estimated default
probabilities, which are derived from market data, on the one hand, and (empirical default frequencies of) ratings, on the other. The second evaluation approach considers binary default forecasts, i.e. default/non-default. Our market based risk assessment yield slightly better results than S&P ratings when we compare the default probabilities. Here, the results are aggregated using the Quadratic Probability Score (QPS). With respect to binary forecasts, the market based risk measures considerably outperform ratings. Thus, in improving the existing risk management systems it seems to be a promising approach to estimate default risk from observed market data. Here, the use of more complex models and approaches for their estimation may yield further improvements.
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